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ABSTRACT

SCAN (Speedt Content based Audio Navigator) is a spoken
document retrieval system integrating spesker-independent,
large-vocabulary speed reaognition with information-retrieval
to suppat query-based retrieval of information from speedt
archives. Initial development focused on the gplicaion o
SCAN to the broadcast news domain. This paper provides an
overview of this g/stem, including a description o its graphicd
user interface which incorporates madine-generated speed
transcripts to provide locd contextua navigation and randam
accessfor browsing large speedt databases.

1. INTRODUCTION

We present an overview of SCAN (Speedt Content based Audio
Navigator), a system developed at AT& T Labs-Reseach which
suppats the retrieval, browsing and revigation o speed
archives. The system consists of three @mporents. (i) a
spe&ker-independent  large-vocabulary speedy  reaognition
engine which segments the speed archive axd generates
transcripts, (i) an information-retrieval engine which indexes
the transcriptions and formulates hypotheses regarding
document relevance to user-submitted queries and (iii) a
graphicd-user-interface which suppats sach and locd
contextual navigation tesed on the madine-generated
transcripts and graphicd representations of query-keyword
distribution in the retrieved speed transcripts. An overview of
the system architedure is provided in Figure 1.
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Figure 1: Overview of the spoken dacument system
architedure

Previous work on information retrieval from speed databases
include a system for Swiss radio news [14], a system for a
digital video library [15], radio news broadcast retrieval using
subword unts [9], a Video Mail Retrieval system [4,5] and a
number of systems developed for the Text Retrieval Conference
Spoken Document Retrieval tradk [13], inter alia.

2. SPEECH RECOGNITION

The speed reaognition comporent of SCAN includes an
intonational phrase boundry detedion modue ad a
clasdficaion modue. These subcomporents preprocess the
speed data before passng the speed to the recognizer itself.

2.1. Intonational Phrase Boundary Detection

The intonational phrase boundxry detedion modue anayzes
and classfies the incoming speed strean every 20 msec &
either occurring within an intonational phrase or within a breg
between intonational phrases [3]. This clasdficaion is driven
by aregressontreemodel [1] which take & observation vedors
values for fundamental frequency, RMS energy and
autocorrelation-peeks.

The resulting intonational phrases rve & reaognition urits by
bresing up the incoming speedt strean into smaller segments
for deading. In addition, the phrases srve a prosodicdly well-
formed browsing and day-badk units in the user-interface This
is arguably preferable to using fixed-size segments, which might
begin and terminate within words and aherwise form
prosodicdly ill -formed segments for play-back.

2.2. Channd Condition Classifier

The intonational phrases are subsequently passed to a dassfier
designed to deted one of four different channel condtions: (i)
wideband (0-8kHz) speed remrded in a studio environment
with no kadkground nase; (ii) wideband (0-8kHz) speedt
recorded in nonstudio environments, including field condtions,
with no kadkground nase; (iii) narrowband (0-4kHz) speed
recorded from telephore interviews and (iv) speedr with
badkground nase and/or music. The training data cme from
the 1996 boadcast news corpus distributed by the Linguistic
Data Consortium and that comprised the HUB4 continuows
speedt recognition task for that year. The dedsion to apply one
of patentialy several aomustic models is based on this
clasdfication.

The dasdfier itself isbased onfull covariance Gaussan mixture
models, initialized using vedor quantization and trained using
the Expedation-Maximizaion algorithm [7]. Inpu consists of
31-dimensiona vedors of filter-bank coefficients in dB units,
derived from Hamming windowed frames of 20 msec with a
frame alvance rate of 10 msec. The filter-bank coefficients are
computed by taking the base 10 logarithm from short term
power spedra in the 0-8kHz band from a mel-scded bank of



filters.

2.3. Recognizer

The @re speet remgnizer is based on a standard time-
synchronows bean seach agorithm and continuows-density,
left-to-right, threestate, context-dependent HMM  phore
models.  The transduction from phore HMMs to word
sequences is implemented in the general framework of weighted
finite-state transducers [14,17]. The demder suppats multiple
recognition hypotheses in the form of word lattices, derived
from model lattices by transducer compasition.

Acoustic observations rving as inpu to the HMM s consist of
39-dimensiona vedors taken from 20 msec analysis frames with
10 msec overlap. Each amustic vedor contains the first 13
normali zed mel-frequency cepstral coefficients, along with their
first and secondtime derivatives.

We have experimented with several amustic models trained on
broadcast news data, partitioning the training data in terms of
differing channel condtions. Training iterations for al the
aoustic models consist of eigenvedor rotations to decorrelate
the training data, k-means clustering, normalizaion d means
and variances based on maximum-likelihood and Viterbi
aignment to resegment the data The output probability
distributions in the HMMs consist of a weighted mixture of
Gausdans with dagonal covariance The number of
comporents per mixture varies from model to model, but ranges
between 4and 12

We have dso experimented with several language models,
varying in vocébulary size from 20k to 23'k. Standard Katz
badoff trigram models [6] are cnstructed from appropriate
training corpora. Trigrams and bgrams are then discarded from
the model in cases where the difference between the model
prediction and badked-off predictionislessthan athreshold T:

% (Po* Py <T

where f is the observed n-gram frequency, P, is the n-gram
prediction and Py, is the badked-off (n-1)-gram prediction.

3. INFORMATION RETRIEVAL

The information-retrieval engine used in the system is based on
a vedor space model which generates weighted term (word)
vedors for a given transcript and is known as SMART in the
information retrieval community [2,11]. SMART initialy
preprocesses the transcripts by (i) tokenizing the text into
individual words, (ii) removing common functions words and
(iii) running morphdogicd stemming. The term vedors are
then weighted using the Inu term weighting scheme [12]:

(1+In(tf))/(1+In(aveagetf))

0.8« pivot + 0.2 « (# of unique terms)

where term frequency tf is the number of times a term occursin
the text, average tf is the average of the tfs of all the termsin a
document, In is a length namalizaion fador, and pivot is the

average number of unique terms in a document, computed
aaossthe entire wlledion.

The user-queries are dso preprocessed in the manner described
above andindexed using Itn weights[12]:

(1+In(tf))« idf

where inter document frequency idf is defined as the ratio of the
total number of documents in the mlledion N and the number
of documents df that contain the word, scded again by a length
normali zaion fador In:

In(N/df)

An inner-product similarity measure is used to assss the
relevance of adocument vedor D; and aquery vedor Q

Sm(QD;) = )3 q - g
comm)ntermstj

where t; is aterm present in bah the query and the document, g
is the weight of term t; in the query, and dj is its weight in
document i. The transcripts are ranked by their deaeasing
simil arity to the query and presented to the user in this order.

4. USER INTERFACE

The graphicd-user-interfaceis built on the principle of "what
you seeis amost what you hea" (WYSIAWYH) and wses the
ASR transcripts extensively. The term “almost” is included
becaise the machine-generated transcripts are arorful.
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RESULTS

RANK PROGRAM DATE STORY SCORE  LENGTH HITS
1___NPR All Things Considere 06/18 iE] 32.12 314.32 53
2 ABC Nightline 06/14 10 3026 17540 27
3 CNN Headline News 06105 36 3017 16272 23
4 NPR All Things Considered 06/18 12 27.50 29056 39
5 NPR All Things Considered 06117 & 25.30 6765 17
6  NPR All Things Considered 06/18 14 24.62 45237 33
7 CNN Headline News 06105 7 24.45 37.05 8
8  ABC Nightline 0614 a 2427 19020 25
9 ABC World News Now 06/18 5 22.32 15587 12
10 NPR All Things Considered 06/18 1 2150 5575 10
OVERVIEW
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ASR TRANSCRIPT

“the senate whitewater committee issued a final report today on its thirteenth but long investigation
report by the committee’s republican majority concludes that of redham clinton had a powerful
motive to hide law firm billing records and to conceal her knowledge of a fraudulent arkansas land deal in
the nineteen eighties™

"the report is not the only problem the clinton administration said to face this week a second whitewater trial has opened
little rock arkansas of congress is continuing to investigate the firings of seven white house travel office employees”

"at a new set of congressional hearings is about began on the improper gathering of the f. b. i. background files at the
white house it as npr"s mara liasson reports at the center up much of a controversy is clinton”

“butin a set a republican senator rod grams got right to the point when he’s summer eyes the results of the committee™s
investigation today there’s been one central figure that has been out a major player in all three cases of this
investigation from the vinee foster hours after his death”

"t the wachinatan investination ta the events in arkancas and that ana nercan has haen radham clintan never”

Selection Length: | 18.8Z seconds Stop Audio | Close Browser
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Figure 2: The SCAN graphicd user interface

The interfface presented in Figure 2, consists of three



comporents:. (i) Seach, (ii) Overview and (iii) Transcripts. The
Seach comporent (top d Figure 2) acommodates user
submitted  queries. The information returned by the
information-retrieval engine is displayed as a ranked list of
(potentially) relevant documents. Eacdh of the items displayed in
the ranked list provide links to the @rrespondng documents.

Assciated with eah document in the ranked list is an
Overview display and a Transcript display. The Overview
display (middle of Figure 2) provides the user with information
abou the distribution o query-keywords within the transcripts
asciated with the seleded document. A graphicd rendering of
this information all ows the user to quickly assessregions within
the transcripts that are “hotspots’ insofar as they exhibit high
query-keyword density or occurrences of a cetain word or word
combinations. This information is rendered as a histogram in
Figure 2. The x-axis represents the length of the seleded audio
document, with the bin-boundries correspondng to the
intonational phrase boundries deteded at reagnition time.
Within ead intonational phrase, we denote the occurrence of a
query-keyword in the phrase by adding a mlor-coded block.
The height of the block is determined by the term weight
computed by the information-retrieval engine for the spedfic
query-keyword. The query-keywords themselves are displayed
to the left of the histogram, again color-coded for easy
identification with the blocks in the histogram.  Each hin in the
histogram is linked to the audio associated with the intonational
phrase; smply clicking on a bar in the histogram, or on the
baseline in cases of an empty bin, will trigger audio play-badk of
the correspondng intonational phrase.

The final comporent of our interface onsists of a display of the
ASR transcripts (bottom of Figure 2) associated with the
document that the user has sleded. Within the transcripts,
words matching the keywords from the query are @lor-hili ghted
to fadlitate quick visual scenning. The transcripts are dso
formatted so that the text associated with separate intonational
phrases are delimited in paragraph type bre&ks. Again, eah
paragraph is linked to the audio associated with the intonational
phrase; simply clicking on a paragraph will trigger audio play-
bad of the mrrespondng intonational phrase.

Both the Overview and Transcript comporents are designed to
provide the user with information about the internal structure
and content of the seleded transcript. The dm of this design is
to afford the user quick accessto the underlying speed at any
paint in the speecy document. By visualy rendering the
underlying speed in terms of keyword dstribution and
machine-generated transcripts, the interface dows the user to
fully exploit the human ability to rapidly scan and krowse
complex visual data to identify the relevant portions of the
lengthy audio material that they wish to listen to. Each
transcript can be viewed as a visual analogue to the speedt
story, and it can be used as a partial index to access relevant
speed information. The visual analogue dso alows us to
exploit existing textual layout conventions, to provide some
structure to the underlying speed. Furthermore, the Transcript
comporent alows the played speed to be interpreted in
context: i.e., users can scan the transcript to see what was sid
before and after the soundhite they are aurrently playing. They
no longer hea an isolated soundhite with noideaof where the
played speed occurs in relation to the whae document.

Finaly, providing the transcript enables users to exercise
“chedks’ to determine the relevance of a given dacument: by
quickly scanning it they can determine whether problems in
either speed remgnition a information retrieval led to the
seledion d anirrelevant document.

5. SYSTEM ASSESSMENT

To provide an asessnent of the dfediveness of information
retrieval, we present results from two tasks. The first is the
TREC-6 SDR task [13] which involves 49 known-item user-
queries where eab query has asoociated with it a unique
document in a mlledion d 1452 deuments. Performance on
the task can be measured by simply courting the number of
queries for which the target document is ranked within some K
ranks. Figure 3 presents these murts for K=1, i.e., when the
corred document was ranked #1 ly the information-retrieval
engine, and for K=5, i.e.,, when the crred document was
ranked within the top 5 ranked documents. Results are
presented for retrieval based on bdh madine-generated
transcripts and human-generated transcripts.
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Figure 3: Information retrieval acarracy on a known-item task
based onASR transcripts and human transcripts.

Whil e the TREC-6 SDR task aff ords us a benchmark with which
to compare our system performance a@jainst other systems onthe
same task, it is widely held that the task is too restricted in its
scope, due primarily to the small size of the @rpus over which
retrieval is being condicted, to be arobust measure of spoken
document retrieval performance To compensate for this, we
exercised the system further, devising ancther task in which we
seleded 94 AP Newswire heallines from the same period that
the broadcast news archives were mlleded. These healines
were then used as user queries. In lieu of relevance asesanents
for these heallines, which were not available, we simply
compared the retrieval results from the machine-generated
transcripts with thase from the human-generated transcripts. In
doing so, we @ume that retrieval from human-generated
transcripts srves as an upp-bound on our retrieval
performance i.e., average predsionis 100%. Having made this
asumption, we can cdculate average predsion hesed on



retrieval from the macdine-generated transcripts and compare
this to the upper-bound

The results from the AP heallines task isill ustrated in Figure 4,
where average predsion hesed on the madine-generated
transcripts is plotted as a function o K ranks, where K={1, 5,
10, 20, 30, 50, 100;. The top curve represents average
predsion when the word-error-rate is 30.0%. For comparison,
another curve is plotted which represents average predsion
when the word-error-rate is 42.7%. This test shows that with a
word-error-rate of 30.0%, we perform approximately 81% as
well as we would if the transcripts were perfed. This test also
shows that better recognition results in higher predsion
retrieval.
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Figure 4: Average predsion kesed on ASR transcripts at
different word-error-rates for the AP headli nes task.

6. CONCLUSION

We have described a system for querying and retrieving
information from speed databases which integrates eed
recognition and information retrieval techndogies. Preliminary
asesanents condwcted on tasks in the broadcast news domain
are encouraging and we ontinue to explore techniques for
improving information retrieval predsion through the use of
word lattices. We have dso described an interfacewhich all ows
users to identify relevant regions of the underlying speed
withou having to listen to the entire speed document and are
conducting usability tests on thisinterface
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